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Abstract A growing body of recent work has identified several problems with economic
evaluations undertaken alongside controlled trials that can have potentially seri-
ous impacts on the ability of decision makers to draw valid conclusions. At the
same time, the use of cost-effectiveness models has been drawn into question,
due to the alleged arbitrary nature of their construction. This has led researchers
to try and identify ways of improving the quality of cost-effectiveness models
through identifying ‘best practice’, producing guidelines for peer review and
identifying tests of validity.

This paper investigates the issue of testing the validity of cost-effectiveness
models or, perhaps more appropriately, whether it is possible to objectively mea-
sure the quality of a cost-effectiveness model. A review of the literature shows
that there is much confusion over the different aspects of modelling that should
be assessed in respect to model quality, and how this should be done.

We develop a framework for assessing model quality in terms of: (i) the struc-
ture of the model; (ii) the inputs of the model; (iii) the results of the model; and
(iv) the value of the model to the decision maker. Quality assessment is investi-
gated within this framework, and it is argued that it is doubtful that a set of
objective tests of validity will ever be produced, or indeed that such an approach
would be desirable. The lack of any clearly definable and objective tests of va-
lidity means that the other parts of the evaluation process need to be given greater
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emphasis. Quality assurance forms a small part of a broader process and is best
implemented in the form of good practice guidelines. A set of key guidelines are
presented.

The focus of this paper is the issue of quality
assessment and elimination of bias in model-based
economic evaluations. In most areas of economics,
where modelling is typically undertaken using or-
dinary least squares regression, validity can be tested
in 2 broad ways: first, by the examination of resid-
uals within sample (i.e. tests for non-normality, het-
eroskedasticity and autocorrelation) and, secondly,
by the prediction of data points out of sample. This
is made possible by the fact that the model is esti-
mated from both explanatory and dependent data –
in other words, a gold standard (i.e. observations
of what actually happens) is available. However, such
tests are generally not possible for cost-effectiveness
models as, typically, the model’s aim is to estimate
the dependent data (e.g. costs) in the absence of
observable dependent data.1 There is therefore a
fundamental question as to whether the validity of
such models can actually be tested.

In the absence of the standard approaches to
model validation, researchers resort to assessing
whether models possess certain desirable proper-
ties, such as transparency or robustness. However,
there is no guarantee that transparency and robust-
ness will lead to a ‘good’ model nor, in fact, that a
transparent and robust model will be better than an
opaque and sensitive model.

In this sense, the process is probably better
described as ‘assessing the existence of desirable
properties’ as opposed to ‘testing the validity of the
outcomes’. However, for the purposes of this paper
we shall continue to refer to ‘validity’ and ask the
reader to be tolerant of the limitations of the termi-
nology.

In the first half of the paper we critically review
previous work on validating cost-effectiveness

models. The second half of the paper attempts to build
upon this work in describing a number of strategies
for assessing the quality of cost-effectiveness mod-
els.

1. Review of Previous Attempts to
Establish Validity

The issue of validation of cost-effectiveness
models was brought into sharp focus by Kassirer
and Angell, writing on behalf of the New England
Journal of Medicine (NEJM).[1] They argued that
‘Because of the discretionary nature of the methods
used to analyse cost effectiveness and the increas-
ing importance of such analyses, it is incumbent on
the authors, journal editors and the funders of these
studies to minimise any source of bias’and described
3 policies that the NEJM was adopting to limit the
risk of bias. However, this stance does not recog-
nise the need for assessing the validity of models
for reasons other than bias. Poor models can also
be caused by lack of suitable data, unknown tech-
nical relationships and uncertainty. Consequently,
the NEJM policy cannot inform the broader debate
of measuring issue quality.

These policies (see table I) are justified on the
basis that ‘the opportunities for introducing bias in
to economic studies are far greater (than original
scientific studies), given the discretionary nature of
model building and data selection in these analyses
. . . the cost side is highly artificial.’[1]

The response of the research community has
consisted of attempts to (i) demonstrate that mod-
els in cost-effectiveness studies are effectively un-
avoidable and (ii) explore the potential for agree-
ment on the best methods for model construction
and review. The objective of the latter is to move
away from the essentially negative discussion about
the risk of the pharmaceutical industry having im-
proper influence on design and reporting of cost-
effectiveness analyses towards a more constructive
dialogue.

1 Some aspects of economic evaluation models may be
tested in the conventional way. For example, regression
analysis can be used to extrapolate the results of trials (e.g.
estimating the reduction in mortality following a reduction
in cigarette smoking).
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1.1 The Necessity for Modelling

O’Brien[2] describes ‘7 threats to validity’ for
economic evaluations that are based on random-
ised controlled trials (see table II). This article is
part of a much greater literature assessing the pros
and cons of undertaking economic evaluations along-
side controlled trials.[3-13] However, O’Brien was
the first to make explicit the main implication of
these threats to validity. He argued that ‘even if
economic questions can be addressed prospective-
ly as part of randomised trials there likely will re-
main some need for modelling to adjust or project
data to address policy-relevant economic questions.’

In arguing that cost-effectiveness models are
probably unavoidable, O’Brien directly rejects the
implicit preference of Kassirer and Angell[1] for
trial-based cost-effectiveness studies. However, he
did not set out any strategies for peer review of
models, which is required if the concern of bias in
cost-effectiveness studies that use models is to be
addressed directly.[1,2]

Sheldon[14] provides a strong overview of the
problems that may be encountered with modelling
in economic evaluation. He accepts the ‘principles
and potential usefulness of decision analysis’ but
expresses concern about ‘how the values inserted
in to the logical structure are derived.’ He cites
many examples of technical error, poor practice
and biased results, as well as poor practice in elic-
iting expert opinion and, in the analysis of uncer-

tainty, to construct an almost irrefutable case for
the poverty of current practice in cost-effectiveness
modelling. One of his major conclusions is that
‘Until a clear structure for critically appraising de-
cision models is developed, models which produce
unrealistic and biased results will continue to be
published.’[14] However, even without the existence
of such a structure, reviewers should not accept
studies that lack sufficient transparency for quality
assessment.

Sheldon briefly considers the role of models
in preliminary evaluation and planning compre-
hensive evaluations. Surprisingly, he appears to set
aside the need for a structured approach to the crit-
ical appraisal of such models, as these models are
not being ‘used to provide answers about the cost-
effectiveness of an intervention, but rather, to fur-
ther explore the uncertainty in a structured way.’
Given that the structured analysis of uncertainty
will lead to decisions about whether it is (i) worth
developing a therapy further, and (ii) the design of
trials and evaluations for the future development
of a therapy, a certain confidence in the model seems
desirable. A poor model could lead to the loss of
potentially valuable future therapies or the use of
limited resources on studies that do not answer the
correct question or are not powered to answer the
important question. The difference in function, i.e.
that models are used to analyse uncertainty rather
than provide answers about the cost effectiveness
of an intervention, does not appear to justify, a pri-
ori, a reduction in the quality of the modelling
work.

1.2 Validating Cost-Effectiveness Models

The first comprehensive review of the issue of
model validation actually predates Kassirer and
Angell’s editorial[1] by a number of years. Eddy[15]

identified 4 ‘orders’ of model validation:
1. First-order validation requires expert concur-

rence.
2. Second-order validation compares the model

predictions with data used to estimate the model
parameters.

Table I. New England Journal of Medicine policies on economic
evaluations[1]

Any study supported by industry must be funded by a grant to a
not-for-profit entity such as a hospital or a university, not to an
individual or group of individuals

Written assurance must be given that the agreement between
the authors and the funding company ensures the authors’
independence in the design of the study, the interpretation of
data, writing of the report and decisions regarding publication,
regardless of the results of the analysis

The manuscripts must include all the data used in the analysis,
all assumptions on which the data are based and any model
used in the analysis. There must be a clear explanation of the
assumptions made in building the model. The model must be
sufficiently straightforward and lucid so that ordinary readers can
comprehend it
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3. Third-order validation compares the model
prediction with ‘other’ observed data, i.e. data not
used in the model construction.

4. Fourth-order validation compares pre-imple-
mentation model predictions with observed events
post implementation.

Eddy argues that both first- and second-order
validation should be consistently applied. Third-
order validation involves a tension between using
data to improve the accuracy of parameter estimates
and retaining it for use in validating the model. It
also requires data to be available on a scale that is
not particularly common. Eddy himself recognises
that the relevant data are often not available. He
also recognises that fourth-order validation will only
be meaningful if the conditions under which an in-
tervention is actually implemented closely reflect
those assumed in the model.

Eddy concludes that ‘there is no simple and uni-
versally applicable procedure for validating a model.
Each case must be considered by itself.’ To facili-
tate this approach, he goes on to identify desirable
characteristics in the reporting of cost-effectiveness
models. These recommended characteristics can be
summarised as transparency with regard to the

study question, the model structure, data sources,
assumptions, results, sensitivity analyses and value
judgements.

Eddy’s review foreshadowed much of the sub-
sequent debate and, in emphasising that the spe-
cific processes for validating a cost-effectiveness
model depend upon the aim of the model and the
context in which it is to be used, highlighted the
Achilles’ heel of cost-effectiveness modelling. This
emphasis on the problems was perhaps unduly in-
fluential in shaping the tone of the subsequent dis-
cussion, whereas the constructive suggestions for
good practice have had less of an impact than they
deserved.

Buxton et al.[16] respond directly to the paper by
Sheldon.[14] They argue convincingly that model-
ling is an unavoidable fact of life, and is likely to
become even more important as economic evalua-
tions are required for pharmaceutical reimburse-
ment/purchasing decisions and will entail analyses
when data on use in clinical practice is, by defini-
tion, not available. Having established this posi-
tion, they offer the following 5 recommendations
for good practice in modelling:

Table II. Threats to validity of trial-based data[2]

Choice of comparison therapy. Often this is determined by the requirements of licensing authorities. Rarely, if ever, are there
head-to-head comparisons for all the relevant alternative therapies

Gold standard measurement of outcomes. The ascertainment of clinical outcome in clinical trials often entails investigations that would
not be part of usual care. The classic example is the use of endoscopy to identify the incidence of duodenal ulcers

Intermediate rather than final health outcomes. Many diseases have rare event rates, leading to the researchers reporting biomedical
markers, such as blood cholesterol levels in cardiovascular disease

Inadequate patient follow-up or sample size. Clinical trials often end patient follow-up when a clinical event of interest occurs, such as
myocardial infarction in cardiovascular disease. The treatment of such events involves the use of resources that the economic analysis
needs to take into account

Protocol-driven costs and outcomes. As stated above, clinical trial resource use is unlikely to reflect usual clinical practice. Those
aspects of resource use which would not occur in usual practice are referred to as protocol driven and need to be excluded from the
estimate of the cost effectiveness of the therapy. Equally, any impact upon the outcome of therapy, using information that would not be
available in normal clinical practice, is protocol driven and should be excluded, if possible, from the estimate of cost effectiveness

Geographical transferability of trial evidence. Differences in usual practice and the costs of resources between different health care
systems mean that a therapy will have very different cost-effectiveness characteristics in different health care systems. Where medical
interventions are the clinical end-point of the trial, the differences in practice can impact upon the effectiveness as well as the cost
effectiveness of therapy

Selected patient and provider populations. Trials routinely define patient eligibility criteria. Some of these are driven by safety
considerations, others by the desire to maximise the probability that the individuals in the trial will respond to therapy. Equally, for logistical
reasons, trials will tend to recruit patients from centres with a track record of involvement in research and access to significant numbers of
patients. The result of these strategies is that neither the people recruited to the trials nor the clinicians providing therapy in trials are likely
to be representative of the populations in which decision makers are interested
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(i) The model should be kept as simple as pos-
sible to aid understanding by decision-makers.

(ii) The presentation of results should be as trans-
parent as possible (including submission of model
and data for thorough scrutiny by reviewers).

(iii) The quality of all the data used in the model
should be made explicit.

(iv) Uncertainty within the model should be ex-
plored thoroughly using sensitivity analysis, not
compensated for.

(v) The model should be validated against the
results of other models and/or the results of inter-
vention studies.

Although it sounds reasonable to require a
model to be as simple as possible to aid under-
standing, this may be a flawed recommendation.
The obvious question is ‘As simple as possible for
what?’. Simplicity may be more persuasive, but
life is rarely simple. It would seem sensible to ex-
tend the transparency with regard to model results
and data quality to choice of model design, i.e. the
simplicity of the model should be justified by stat-
ing what simplifying assumptions have been made
and explaining why such simplifications will not
have a material impact upon the results of the model.

The concept of validation is slightly different
from that implicit in the work of Mandelblatt et
al.[17] (see later in this section), and complementary
to it, using other studies rather than actual outcome
as the reference standard. However, without mak-
ing it clear what action should follow from identi-
fying a study that disagrees with the model’s re-
sults, this recommendation is of limited value. It
seems sensible to expect that the importance of any
observed differences to the decision under consid-
eration should be discussed and, where possible,
the source of the difference identified.

In the same year as the Kassirer and Angell ed-
itorial for the NEJM,[1] Sonnenburg et al.[18] of-
fered a set of principles that could assist journals
in reviewing models and identifying common er-
rors in model building (see table III).

Although these appear intuitively reasonable,
they are of limited value because they assume a
doubtful consensus with regard to the concepts of

‘reasonable treatment options’,[19] ‘key character-
istics of disease’, ‘key clinical outcomes’[20] and
‘relevant attributes in utility’.[21,22] They do not iden-
tify processes whereby the performance of a model
against these principles can be assessed.

In addition to these principles, Sonnenburg et
al.[18] highlighted a number of ‘common’ errors in
model construction that reviewers of models should
look for (table III). The description of common er-
rors is valuable, but perhaps the most important
contribution of this paper was to commence the
search for an agreed framework for the peer review
or critical assessment of decision analysis/cost-
effectiveness models.

Mandelblatt et al.[17] discussed the role and
techniques of modelling in cost-effectiveness anal-
ysis at length. They recognise that ‘Models are only
as good as their ability to represent reality at the
level needed to draw useful conclusions; this, in
turn depends upon their structure and on the as-
sumptions that go in to the models.’ The process of
assessing how good is a model is divided into
‘model validation’ and ‘peer review’.

Model validation consists of ‘face validation’
and ‘predictive validity’. Mandelblatt et al.[17] ar-
gue that model validation ‘may have to rest solely

Table III. Principles that could assist journals in reviewing models
and identifying common errors in model building[18]

Principles
The type of model should reflect the nature of the clinical
problems, e.g. if the clinical problem persists over a long time
period, a Markov model is likely to be the most appropriate type
of model

All reasonable treatment options, including extremes like watchful
waiting, should be included in the model

The key characteristics of the disease should be included in the
model

The key clinical outcomes should be included in the model

The utility structure should incorporate all relevant attributes

Errors
Model syntax

Conditioning of action on unobservable states

Violations of symmetry in modelling prognosis

Failure to link variables that are inherently related

Inconsistent bias in assumptions

Modelling results of diagnostic tests

Modelling of treatment
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on evaluating the inherent reasonableness of model
assumptions as a representation of reality’. Their
conclusion on face validation resembles ‘buyer be-
ware’, concluding that ‘users must decide whether
the model is sufficiently detailed to capture the im-
portant features of the problem.’

Predictive validity is identified as important but
problematic. Mandelblatt et al.[17] state that the ac-
curacy of the model’s cost and outcome predictions
should be assessed when data are available, for ei-
ther ‘intermediate or final numerical predictions’.
However, it is important that the predictive validity
of the model focuses on the modelled relationship
between inputs and outputs. A model should not be
criticised for inaccuracy due to ignorance about the
true value of inputs. Care must be taken to identify
the source of any inaccuracy in a model’s predic-
tions. The implications of poor model structure and
poor data are likely to be quite distinct and, there-
fore, they should be assessed separately.

For Mandelblatt et al.,[17] verification is con-
cerned with the technical accuracy of the model
and should identify ‘programming errors, data en-
try errors, and logical inconsistencies in the model
specification.’ They recommend that verification
include testing the performance of the model under
hypothetical conditions such as 100% and 0% effi-
cacy. It should also include the comparison of in-
termediate outputs from the model with the data
entered into the model to check consistency. They
do not describe in detail what this means but rec-
ommend that all ‘Reports based on models should
contain assurances that the model has been verified
in this manner.’

With regard to peer review, Mandelblatt et al.[17]

state that it is ‘incumbent . . . to provide for the
possibility of peer review and replication by col-
leagues who are able to examine the inner workings
of the model.’ They say that peer review can nor-
mally be satisfied by providing detailed structural
assumptions and data for the model, whilst re-
cognising there is no agreed approach to the pre-
sentation of this information. This said, they go on
to argue that ‘a willingness to release model soft-
ware and data for peer review under appropriate

protection must exist on the part of CEA (cost-
effectiveness analysis) investigators in order to
guarantee the integrity of modelling.’

Mandelblatt and colleagues are to be applauded
for making some clear recommendations about
tests that cost-effectiveness models should be sub-
jected to before they, or their results, are used in the
real world. However, given the extensive knowl-
edge of good modelling practice demonstrated by
the authors, it is disappointing that ‘face validation’
was reduced to ‘buyer beware’.

Rittenhouse[23] produced a detailed exploration
of the role of modelling in economic evaluations in
healthcare for the Office of Health Economics. Al-
though saying much about the lack of trained and/or
talented people to produce quality models, Ritten-
house said little specific on the way forward to a
more ‘rigorous and transparent review policy’.

The most recent contribution to the debate on
the critical appraisal of models in economic evalu-
ations was produced by Halpern et al.[24,25] They
offer a framework that was ‘intended to help model
designers and reviewers focus on the key criteria . . .
of the development/evaluation process.’

Their ‘model evaluation checklist’ (table IV)
identifies 3 stages of model development and eval-
uation: model approach, model specifics and model
analysis. They use this structure to present a de-
tailed description and discussion of the processes
involved in model development and in so doing
argue convincingly for transparency in process. Like
Mandelblatt et al.,[17] they briefly consider model
validation and verification.

For Halpern and colleagues,[24,25] model verifi-
cation is ‘the use of sensitivity analysis to deter-
mine whether the model is performing appropri-
ately, which is a somewhat subjective judgement.’
This form of verification appears similar to face
validity, in requiring the model’s results to make
intuitive sense and differs from Mandelblatt and
colleagues’ definition of verification,[17] which is
concerned with identifying technical errors within
a model.

Halpern et al.[24,25] suggest that verification will
often involve ‘running the model under simplify-
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ing assumptions . . . to convince healthcare per-
sonnel and policy makers of the usefulness of the
model.’ They acknowledge that any unexpected
changes in results identified in the verification pro-
cess should be fully evaluated, because ‘It could
reflect model errors or unsuspected linkages be-
tween model values and outcomes.’

With regard to model validation, Halpern et
al.[24,25] differentiate between structural validity
and content validity. Structural validity asks how
well the model represents the patterns seen in real-
world decisions; content validity asks how well the

data used reflect current knowledge and practice.
Although these are sensible questions, how they
should be operationalised is not made clear.

Halpern et al.[24,25] also recognise the desirabil-
ity of validating the model predictions against ei-
ther real-world data or previously developed mod-
els. As with Mandelblatt et al.,[17] the problem with
the recommendation is that they do not make it
clear what action should follow from identifying a
study that disagrees with the model’s results.[24]

The importance of the data sources for a model
was recognised by Nuijten in a recent paper in Phar-
macoEconomics.[26] Having discussed the prob-
lems of using data from different sources, Nuijten
makes a number of recommendations for good
practice, which operationalise the concept of trans-
parency identified by many other authors (see table
V).

1.3 Summary

The literature to date has identified the impor-
tance of:
• transparency in model building
• verification of models with regard to technical

implementation
• validation of models with regard to structure and

content
• validation of models with regard to outcomes.

Nuijten’s work[26] has operationalised the con-
cept of transparency, and Mandelblatt et al.[17] have
indicated a valuable way forward with regard to
verification. Brief consideration has been given to
what is meant by validation for the structure, con-
tent and predictions of models. However, these con-
cepts are not well developed, and a significant pro-
portion of the literature suggests that these are
issues of professional judgement rather than tests
that can be objectively applied.[7,23-25]

Modelling is a flexible and complex evaluative
technique, which can be used for a number of pur-
poses. No one should argue for a ‘one-size-fits-all’
approach to the critical appraisal of models. How-
ever, it is difficult to argue for the scientific nature
of economic modelling when the principles of crit-
ical appraisal are as unformed as they presently are.

Table IV. Model evaluation checklist (from Halpern et al.,[24] with
permission)

Model approach
Study question specified

Need for modelling vs alternative methodologies discussed

Type of model identified

Reason for use of this model type discussed

Model scope specified

time frame

perspective

comparator(s)

setting/country/region

Basis of scope discussed

Model specifics
Source and strength of model data specified

Model assumptions discussed

Model parameters available in technical appendix

Values and sources for model parameters specified

event probabilities

rates of resource utilisation

costs

Criteria for evaluating quality of data specified

Relevant treatment strategies included

Relevant treatment outcomes included

Biases discussed and explored

Model analysis
Base case results presented and described

Sensitivity analysis performed

unidimensional

multidimensional

best/worst case

threshold

Key cost drivers identified

Verification performed

Validation performed
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2. A Framework for Assessing Validity

This section attempts to develop a framework
for assessing the validity of economic evaluation
models.

At the broadest level, it must be recognised that
while a comparison of modelled outcomes with ac-
tual outcomes is desirable, very few appropriate
observational data sets exist. Consequently, a gold
standard test of validity is rarely possible.

This leads to the need for assessing not only the
results of models but also the structure and inputs
of models.

It also needs to be recognised that the aim of a
model may not simply be to produce an accurate
estimate of cost effectiveness. Models are used for
many different reasons, and hence their character-
istics will vary between applications. However, their
overarching purpose is essentially the same: to help
the decision-maker reach a better informed and ra-
tional decision. Consequently, the model may also
be assessed in terms of its value to the decision-
maker, which can be seen as much broader than the
figures produced from a mathematical algorithm.

It is therefore proposed that 4 different aspects
of the modelling process should be assessed: (i) the
structure of the model; (ii) the inputs of the model;
(iii) the results of the model; and (iv) the value of

the model to the decision maker. Each of these as-
pects can then be assessed in different ways, as
discussed in sections 2.1 to 2.4.

2.1 Structure of the Model

At the most fundamental level, it is important
that the possible pathways described by the model
are feasible and sensible. More specifically, current
practice in the decision-making context to which
the model is being applied should be capable of
being described by the model’s structure.

Although such ‘descriptive validity’ is intu-
itively appealing, it is not straightforward. Not all
models require absolute detail for aspects of the
clinical area. For example, mapping out comprehen-
sive treatment pathways for each individual adverse
effect from treatment may not alter the results of
the model over and above a simpler representation,
and may only confuse the decision maker through
its added complexity.

Consequently, the intuitively appealing notion
of descriptive validity cannot be described in a clear
and unambiguous manner that is capable of provid-
ing a simple test. It is inextricably linked to the
purpose of the model and the knowledge about the
processes that are being modelled. Construction of
any ‘test’ will therefore be open to subjectivity. A
good test should avoid subjectivity in its calcula-
tion, although no test can remove the role of sub-
jectivity in its interpretation.

It may be possible to require that any simplifi-
cation be explicitly justified by demonstrating that
increased complexity cannot logically have a sig-
nificant impact upon the output/decision implica-
tions of the model. Absence of data is not in itself
a justification for simplifying important issues.
Rather, the model should make explicit assump-
tions that can be challenged and explore the impact
through sensitivity analysis. This may be merely a
development of being specific about the purpose of
the model. However, there is a risk that this will
lead to extensive models requiring the expansion
of models and the search for ever more uncertain
data, only to find that the model is sensitive to un-
certain data.

Table V. Recommendations for good practice in the selection of
data sources for use in modelling studies[26]

The sources of study data should be recommended and
explained in sufficient detail

For clinical outcomes, the general rule may be to assume that
data are not country specific. For each study this assumption
has to be controlled

For economic measures and information on therapeutic choices,
the general rule may be that country-specific data sources have
to be used

For each location in the model (e.g. a Markov state), the patient
subpopulation has to correspond as much as possible with the
population in the data sources(s) being used

To describe for each data source, the type, number of patients,
study population, countries, date of data collection, cost of
access to database and data abstraction. A justification for the
final ‘Yes’ or ‘No’ decision to use a data source should be
presented, based on the advantages and disadvantages of the
specific source
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2.2 Inputs to the Model

Given the existence of established methods for
assessing the validity and relative worth of study
data,2 an attempt at defining ‘internal validity’ ap-
pears more promising than the highly context-
specific nature of ‘descriptive validity’. However,
it should be noted that the relative importance of
one data source over another is not constant – using
an ‘inferior’data source for an insignificant param-
eter may not weaken the model. It could therefore
be argued that a hierarchy of data is a secondary
consideration to identifying a hierarchy of param-
eters within the model.

The work of Nuijten[26] is very useful with re-
gard to assessing the validity of data inputs. His
approach requires a very detailed description of all
data identified as potentially relevant for the model,
together with some critical appraisal of each item
of data, finished with a formal justification of the
choice of each item of data. Such an approach to
the process of populating a model would be wel-
comed by many who would see this process as a
way to enforce rigour, and even emulate the move-
ment toward evidence-based medicine. However,
there are significant risks associated with this ap-
proach.

One possible danger is that if it encouraged a
more formal appraisal of data sources along the lines
of evidence-based medicine, it could damage mod-
elling by incorporating within models the threats
to validity outlined by O’Brien[2] (and which he
saw as the main reasons for requiring models). For
example, the methodological hierarchy proposed
by the US Task Force on Preventative Healthcare
‘rewards’ internal validity ahead of external valid-
ity and does not discriminate against explanatory
trials, which typically incorporate features such as

placebos and blinding that can invalidate economic
models.

Despite the dangers of such an approach, we
feel that it should be adopted, but with significant
amendments.

First, it should be made clear that a full system-
atic review is not required for each parameter. Even
a fully systematic approach to data identification
and critical appraisal will not eliminate the need for
a sensitivity analysis, which can incorporate more
aspects of uncertainty than just interstudy variabil-
ity. Although not inherently harmful, a fully sys-
tematic approach to data identification can lull the
researcher and the decision maker into a false sense
of security when assessing the model, and lead them
away from taking full consideration of the sensi-
tivity analysis and other aspects of the modelling
process.

Secondly, the issue of how the different sources
of data relate to one another must be given added
emphasis. Nuijten[26] mentions the need for patient
populations to correspond as much as possible to
one another. However, this issue needs to be inves-
tigated more fully. It is likely that trade-offs will
arise when competing data sources are available.
For example, one source may be more appropriate
in terms of its study population, but less appropri-
ate in terms of the study methods (e.g. resource use
based on patient recall rather than third-person ob-
servation). These trade-offs should be explicitly
identified, and perhaps the implications of choos-
ing one combination of data over another should
be explored empirically.

Finally, the critical appraisal process implied by
Nuijten,[26] and its resultant justification of the data
utilised in the model, needs to be along different
lines to the evidence-based medicine approach. An
important aspect of the justification is to measure
the value of the data jointly with the importance of
the parameter.

2.3 Results of the Model

The results of the model, e.g. the estimate of cost
effectiveness, can only truly be validated in one
way: through comparing the modelled estimates

2 Scales for ranking the methodological quality of a study
have been proposed by several researchers. For example, the
US Task Force on Preventative Health Care ranked studies in
the following order: (i) meta-analyses; (ii) randomised con-
trolled trials; (iii) non-randomised controlled trials; (iv) quasi-
experimental studies; (v) descriptive studies; and (vi)
opinion.
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with those produced in real life, which could be
termed ‘predictive validity’. Although such an ap-
proach can rarely be implemented at the time of the
modelling process, it is feasible to design future
studies to generate the data necessary for a such a
test. However, such an approach is potentially ex-
pensive and self-defeating. By indicating that fu-
ture studies that will help in the assessment of the
model are forthcoming, the model validation pro-
cess may encourage decision makers to give little
weight to the model results and adopt a ‘wait and
see’ policy, awaiting the results of the subsequent
work.

In addition, without careful design, the observa-
tional studies may suffer from the threats to valid-
ity that O’Brien[2] identified, and consequently, the
model would be ‘validated’against the sort of flawed
estimates that it was designed to replace. This is not
to argue that model results should not be compared
to real world data for validation purposes. Where
data exist on the outcomes, the results of the model
should be compared to them and any variation should
be explained. The applicability of the ‘validation
data’ to the decision-making context for which the
model is being developed should be made explicit.
This should take account of patient characteristics,
healthcare system characteristics and cost structure.

Finally, when assessing the validity of the re-
sults of the model it is essential that the computa-
tional correctness of the model is assured. In this
regard, the work by Mandelblatt et al.[17] describ-
ing the verification process is useful. Strategies for
quality assurance with regard to data handling, data
input and computational formulation need to be
agreed upon. It may be that the good practices in
data handling developed for trial-based research,
such as double data entry, can be adopted with little
or no modification.

2.4 Value of the Model to the 
Decision Maker

Previously (in the introduction to section 2), we
argued that the value of the model to the decision
maker goes beyond its ability, or otherwise, to pro-
duce accurate predictions. A model that is too com-

plex for the decision maker to understand (and/or
trust) is likely to result in reversion to simple, and
probably imperfect, rules-of-thumb, with all the at-
tendant risks of irrational and opaque decision
making. Likewise, models that are too simple are
unlikely to have credibility.

A model’s ability to influence the behavioural
change necessary for the optimal patterns of prac-
tice to be adopted adds value beyond its mathemat-
ical predictions. In this regard, it is important that
the model is:
• Appropriate to the decision making context.
• Understandable. Its level of complexity needs to

be tailored to its main audiences. This may be
achieved by producing several ‘reduced form’
models from the master model, which are tar-
geted at particular audiences.

• Believable. The key decision-makers need to ‘buy
into’ the model’s predictions, so that they genu-
inely try and promote the appropriate behaviour.
For this to be achieved, it is essential that the model
is clinically credible and transparent. Models pri-
marily seek to change the behaviour of clini-
cians, and without their tacit approval it is likely
that they will be ignored.
One possible way in which the model can be

judged in this regard is that the structure, inputs and
results of a model should be compared with those
of existing models, and differences should be ca-
pable of being explained and justified. Some pa-
pers have adopted this approach.[27,28] Such an ap-
proach is analogous to the notion of ‘encompassing’
that is supported by some econometricians, and this
ensures that research in any particular area is pro-
gressive.

This issue is difficult to evaluate in any formal
way. It could be argued it is a presentational issue
that lies beyond any formal evaluation of a model.
For example, the results of trials have been criticised
for producing measures of effect that are meaning-
less to physicians and, as a response, the notion of
‘number needed to treat’ was developed.
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3. The Broader Model 
Evaluation Process

The literature to date has attempted to assess the
validity of models, and our preceding analysis has
pointed to several promising aspects of the litera-
ture. However, it is doubtful that a set of objective
tests of validity will ever be produced (or indeed
that such an approach would be desirable). It is
therefore important to assess whether and how
models will be evaluated in the absence of strictly
defined tests. Objective tests do not exist for clin-
ical studies, such as randomised clinical trials, yet
they command great trust and respect within med-
icine when designed and conducted correctly.

Figure 1 shows schematically how validity test-
ing is only part of a much broader evaluation pro-
cess. Any cost-effectiveness model resides within
the universal set of all information. The model (and
associated documentation) that is published is a
subset of the full model. However, more informa-
tion than is published may need to be peer reviewed
prior to publication. Any tests of validity that can
be developed would need to form part of any full
cost-effectiveness model, although would not nec-
essarily be incorporated as part of all the associated
models.

The absence of clearly defined objective tests of
validity does not signify the death of model evalu-
ation. Rather, it highlights the importance of other
aspects of model evaluation. These include the need
to develop quality assurance during the model

building process (e.g. good practice guidelines)
and quality assessment during the peer review and
dissemination process (e.g. critical appraisal guide-
lines). Although these components of the model
evaluation process are subjective, real improvements
are possible, whereas the search for the definitive
test of model validity continues to elude researchers.

4. Discussion

The structure we have outlined does not have
an explicit place for the assessment of the robust-
ness/sensitivity of the model, even though many
commentators mention the desirability of robust-
ness with respect to a model’s results. Some in the
field of modelling see robustness as a measure of
validity.[24] This has the attraction of annexing sen-
sitivity analysis into the territory of validity test-
ing. However, such a belief is misplaced. Although
robustness is a desirable property of a model, this
does not necessarily imply that a robust model is
in some way ‘better’ than a ‘sensitive’ model. The
robustness/sensitivity of the model is separate from
its validity, as it is a characteristic of the uncertainty
around the true values of the parameters within the
model, not of the construction of the model. There-
fore, sensitivity should be considered separately
from the validity of the model, although the anal-
ysis of uncertainty is obviously an area where good
practice is desirable.

Equally, we have not given an explicit role to
the assessment of expert opinion within the valida-
tion of cost-effectiveness models. Expert opinion
has several potential roles within modelling. First,
opinion may be required to produce various esti-
mates for the model in the event of observational
data not being available. This is particularly likely
in the early stages of technology development.[29]

Secondly, if professionals accept the model as plau-
sible, their support will enhance the model’s ability
to effect behavioural change. However, professional
opinion cannot be regarded as a formal test of the
validity of a model; their endorsement is preferred
but neither necessary nor sufficient for the exist-
ence of a good model.

Tests of 
validity

Published model

Peer review
of the model

Full model

All information

Fig. 1. Model evaluation.
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The literature to date, and our own suggestions
here, demonstrate the difficulty in assessing quality
of model-based economic evaluations. However,
the success of clinical trials in obtaining such an
influential position demonstrates that the absence
of simple objective tests is not an insurmountable
barrier to acceptance by the research and decision-
making communities. What is necessary is the iden-
tification and general adoption of standards of good
practice, alongside a critical debate around the prin-
ciples of good practice to ensure that these develop
to reflect improvements in the methodology of eco-
nomic evaluation and decision analysis modelling.

5. Conclusions

We propose the following set of statements of
good practice. Adherence to these proposals will
not produce more valid models in a quantifiable
sense, and indeed we have argued that this is not
generally possible, but will instead produce models
whose purpose, structure and data are more clearly
presented and justified. This should facilitate as-
sessment of whether the model is fit for its stated
purpose, whether the correct model has been built
and whether it has been built correctly.
• The purpose of a model must be clearly speci-

fied, as this will have a fundamental impact on
several aspects of the model, such as its perspec-
tive, the comparators, its complexity, data
sources and outputs.

• Aclear justification of the need for a model must
be made, together with a justification of the ap-
proach taken (in terms of the model type and its
structure). This will require an indication of the
lack of any alternative information or an ap-
praisal that demonstrates its weakness.

• All data that is relevant to the model need to be
appraised in terms of its appropriateness to the
purpose of the model and its compatibility with
the other data sources. The reasons for choosing
certain data over other possible data should be
justified.

• The structure, inputs and results of a model
should be compared with those of existing mod-
els, and differences explained and justified.

• Intermediate outputs of a model should be com-
pared to existing data if available, and final out-
puts of a model should be compared to
prospectively collected data if appropriate. Any
differences should be explained and justified.

• The mathematical correctness of the model
needs to be verified through quality assurance
procedures.
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